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Data collectors Data hostsData creators

Data creators: Creatives who produce works or creations.

Data collectors: Individuals, organizations, or businesses that collect data (including works and/or creations) in a 
dataset, which can be used to train artificial intelligence.

Data hosts: Platforms that store and distribute datasets that can be used to train artificial intelligence.



Foundation model creator

Foundation model creator: Organizations, businesses, individual(s) who develop a foundational model with multiple 
applications, including generating content such as images, text, and audio (generative AI).

Foundation model provider: Organizations, businesses, individual(s) who provide others with access to a base model 
(via API or open-source download).

Generative AI service provider: Fine-tunes a foundation model with new data for a generative artificial intelligence 
service and offers it to others (via API or open-source download).

Foundation model provider Generative AI service provider
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Books3 –  concluding thoughts
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Illegal copies of content appear in 
publicly available datasets.

Current enforcement tools such as 
takedown notices can be used to 
remove illegal dataset from major 
dataset hosting platforms.

Takedown process is currently slow 
at Kaggle and not fully streamlined 
at Hugging Face yet with much 
leeway given to uploaders.

There are technical barriers to 
discovery of illegal datasets and it 
requires many resources to maintain.
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The Books3 case is unique for 
the level of transparency at all 
the key places e.g. works & 
source.

It shows that transparency is 
crucial to enabling 
rightsholders to enforce illegal 
use of their work.

AI model creators and 
providers are willing to use 
illegal copies of works to train 
AI and they won’t be 
transparent moving forward.
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